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The intent of the federal government's proposed legislation is to improve the quality of teacher preparation programs (TPPs) by identifying the effectiveness of preparation programs through the use of various outcome measures. These outcome measures include:

- Effectiveness of graduates in improving student outcomes;
- Employment outcomes, including placement and retention rates of graduates;
- Perceptions of program effectiveness based on survey outcomes from newly hired teachers and their immediate supervisors; and,
- State or CAEP accreditation.

Moreover, states will be required to rate every preparation program—including alternative, non-university based programs—using four categories: exceptional, effective, at-risk, and low-performing.

Major Issues with the USDoE Proposal

There are numerous issues associated with the USDoE's proposal that we review below. There are, however, three over-arching major issues with the proposal: (1) underestimation of fiscal implications and the requisite technical capacity to implement the proposal; (2) lack of evidence of the efficacy of proposal; and (3) lack of a theory of action of how the proposal will improve teacher quality.

1) Fiscal Implications and Technical Capacity

The USDoE dramatically underestimates the fiscal implications of the proposal. States and programs will have to collect data that, in many instances, is currently not collected. At the state level these costs are quite large as evidenced by the approximately $575 million USDOE investment in the Statewide Longitudinal Data Systems (SLDS) grants to improve state data collection systems. Yet, the USDOE proposal for evaluating teacher preparation programs actually notes that only nine states “currently link K-12 teacher data including data on both teacher/administrator evaluations and teacher preparation programs to K-12 student data” and only 30 states will have such a linkage in the coming years through the SLDS grants. Given that 20 states do not have this linkage and the obvious substantial fiscal investments incurred to establish the linkage in 30 states, there will be substantial costs to establish the linkage in the remaining 20 states.

Further, the USDoE proposal would necessitates the collection of numerous additional variables far beyond the scope of current state data collection systems. This will require all 50 states will need to create new data systems that collect the required information, regardless of whether the state already has an established link between TPPs, graduates, and K-12 student test scores.
Moreover, TPPs will need to create new data collection systems, hire new personnel to create and maintain these systems as well as analyze the data. Further, numerous meetings will need to occur to inform the creation of such data systems. All of this will require substantial fiscal expenditures by TPPs.

Thus, the proposal will be an unfunded mandate that will place a huge fiscal strain on state education agencies (SEAs) and TPPs, many of which are already suffering from a lack of funding and the technical capacity to engage in this work. With respect to SEA capacity, we believe the majority of SEAs do not have the fiscal or technical capacity to implement the proposal in a manner that will provide accurate information about the quality of TPPs. This is not the fault of SEAs, but a result of continued under-funding of SEAs over the last five years and the monumental costs for collecting, analyzing, and reporting the data mandated by USDoE.

2) Lack of Evidence on Efficacy of Proposed Approach

To date, no state has adopted and implemented the set of standards proposed by the USDoE. Thus, we have no evidence about the efficacy of the proposal to improve the quality of TPPs. We also do not know the unintended consequences such a proposal may elicit. Indeed, the well-intentioned adoption of NCLB had numerous unintended consequences iii that could not be systematically addressed because the issues were only apparent after the institutionalization of the system. Without piloting the proposal, we simply cannot predict the efficacy or unintended outcomes of the proposal. Given the high-stakes nature of the proposal and the potential damage the proposal could have in terms of the supply of well-prepared teachers to lower-performing schools, the proposal should be piloted without high-stakes until the outcomes can be properly assessed.

For example, in his review of the national evaluation of TPPs by the National Center for Teaching Quality (NCTQ), Fuller iv revealed how extremely few research studies cited by NCTQ directly connected the NCTQ metrics with TPP outcomes. NCTQ, in fact, admitted their metrics had very little empirical support. With so little actionable evidence connecting TPPs—especially specific TPP strategies or policies—to outcomes in the USDoE proposal, it is unclear as to why the proposal is being suggested for implementation across the country rather than in some specific states as a pilot study to better understand these mechanisms.

3) Lack of a Theory of Action

Not only is there an extreme paucity of research that would support the wide-scale adoption of the proposal, the USDoE and other proponents of high-stakes accountability systems of TPPs do not even provide a viable theory of action about how the system would spur TPP improvement or teacher quality.

One possibility might be that publication of accountability results might influence the decisions of prospective students. Theoretically, lower performing programs would experience a decline in applicants over time while high performing programs would see an increase in applicants. This, in turn, would spur TPPs to change behaviors in order to improve outcomes and recapture market share. This assumes, however, that prospective students make decisions primarily based on measures of program quality. Research from other fields suggests this may not always be the case.

A second possibility is that the closure of low-performing programs would increase the overall quality of teachers by eliminating poorly prepared teachers from the pool of applicants. Yet, research consistently finds greater variation within TPPs than between TPPs. Thus, closing low-performing programs may only eliminate a very small number of teachers that would be rated as ineffective using student test scores.

A third possibility could be that the public sharing of results and the high-stakes nature of the system would create a strong incentive for TPPs to create an outcome-oriented culture that results in the adoption of strategies
shown to be effective in improving outcomes. A related possibility is that the technical assistance component of the proposal would provide feedback, support, and assistance that would improve the outcomes of TPPs.

One serious issue with the second through fourth possibilities is that the proposal assumes there is a robust body of knowledge about the TPP strategies and policies associated with eliciting positive outcomes. This assumption, when connected to the USDoE’s characterization of the majority of TPPs as mediocre, leads to another apparent USDoE assumption: individuals in TPPs necessarily choose to ignore existing evidence about effective practice and, instead, continue using ineffective practice. A careful read of the literature in the area of TPP effectiveness reveals a paucity of research that finds direct connections to specific policies, procedures, or behaviors the consistently lead to positive outcomes for all teachers in all contexts. This directly contradicts the assumptions serving as the foundation of the USDoE proposal.

Technical Issues

In the following sections, we further examine the issues associated with the federal government’s proposals and outcome measures. The issues are divided into five sections. The first four sections address the first four metrics included in the proposal.

I. Measuring Program Effectiveness Using Graduate Effectiveness

Measures of Effectiveness are Inaccurate, Especially at Program Level

There is still debate about the accuracy of measures of student growth and the validity and reliability of the inferences made from such estimates. Even advocates of the use of metrics acknowledge that there is still a great deal to learn about the utility of such measures, particularly around identifying effective teachers and TPPs. This is especially true for states using student growth percentiles (SGPs)—a measure specifically designed to be descriptive in nature rather than as an estimate to be used in attributing causality to various factors. Even when sophisticated VAMs are employed, there is currently no compelling evidence that TPP effectiveness can be estimated independently of other factors that affect student achievement. Despite several studies from Washington State, Missouri, Florida, and North Carolina, researchers have yet to establish the validity and reliability of such efforts. In fact, some studies have found that such efforts do not yield accurate comparisons of programs. Further, studies of TPPs generally find greater variation within programs than between programs. Thus, closing a small number of programs will have, at best, only a minimal impact on teacher quality. Further, given there is no evidence on the ability of TPPs to predict graduate effectiveness—particularly when the outcome measures are inaccurate—TPPs would have little guidance on how to improve graduate effectiveness even if the student growth measures were accurate.

Measures of Effectiveness Would Expand Data Collection and Expand Testing

The proposal uses higher education policy rules to essentially force states to expand their testing of students and/or expand the collection of data on student outcomes. This is a backdoor strategy to implement policies started under NCLB and expanded under NCLB waivers to assess all students in every grade and subject area. This expansion would cause states to incur huge financial costs in developing and implementing such systems as well as for collecting and analyzing the data. Further, there is no clear evidence that the expansion of K-12 testing would
have only positive effects on student achievement and could have negative effects on student non-cognitive outcomes.

State Student Growth Measures are Biased against Teachers in Certain Schools and of Certain Types of Students

Most states are using growth measures that do not control for student background characteristics other than prior test scores. Research is extremely clear about the outcomes of analyses that exclude student personal background characteristics—the results are biased against teachers in classrooms and schools with certain types of students (typically poor, special education, and ELL students). Thus, when aggregated to the program level, the results will be biased against programs placing high percentages of graduates into high-need schools that serve higher percentages of poor, special education, and ELL students. When such biases become apparent to educators, there will be a clear incentive for new teachers to avoid such classrooms and for TPPs to recommend that graduates avoid taking positions in such schools.

II. Measures of Employment

Lack of Solid Research Foundation Linking Program Quality with Employment Outcomes

There is only one peer-reviewed research paper that examines placement rates by individual programs and only one peer-reviewed article that examines and reports retention rates by individual programs. Both studies employed data from the state of Washington—a geographically small, relatively homogeneous state. Thus, it is not representative of the other 49 states in the nation. In addition, both studies encountered difficulty in accurately assessing program quality based on these metrics due to missing data and other factors. The important point is that there is no credible body of research that links individual TPPs to either placement or retention and certainly no body of research that links TPP practices and strategies to employment outcomes. Thus, states will be unable to provide reliable technical assistance to any programs judged to be low-performing in this area.

Employment Measures will be Inaccurate

Currently, states that already report employment measures rely on simple percentages of graduates obtaining employment and remaining in teaching. This is problematic given that a multitude of other factors outside the control of TPPs influence placement and retention rates. Note that the two studies by Goldhaber and his colleagues that have examined placement and retention issues at the individual TPP level employed highly sophisticated statistical procedures in an attempt to isolate the effect of programs apart from other factors outside the control of programs. The authors did so because they clearly understood that simple percentages would not provide accurate assessments about TPP effectiveness relative to placement and retention.

Given that the USDoE will not be providing the fiscal or human capital necessary to use the sophisticated techniques necessary to accurately identify TPP effectiveness, states will likely default to reliance on simple percentages. This reliance will create incentives for TPPs to attempt to game the system in ways that have unintended consequences. For example, TPPs could focus on recruiting White individuals, younger individuals, and females to increase placement and retention percentages. TPPs could also recommend to graduates that they seek employment in high-performing schools, particularly high-need schools with high levels of performance. The incentives created through the use of simple percentages could seriously erode the precious little progress states have made in diversifying their teaching workforces.
III. High-Need Schools

While the emphasis on serving high-needs schools is laudable, the metrics used to identify high-needs schools is problematic. High-needs schools are not always low-performing or hard-to-staff schools. If the purpose of including the high-needs metric in the proposal is to create a more equitable distribution of teachers and, hence, reduce the achievement gap between economically disadvantaged and not economically disadvantaged students, the reliance on a simplistic metric identifying high-needs schools will be inadequate to accomplish that purpose. Other factors such as working conditions, in fact, have a much stronger association with hard-to-staff schools than student demographics.

If the identification of high-needs schools is based only on the percentage of economically disadvantaged students, then there will be an incentive for programs to place graduates in high-performing schools identified as high-need schools—thus subverting the goal to close the achievement gap. Therefore, the proposal should use other or, at least additional, measures to identify high-needs if the USDoE wants to address equity issues in placing and retaining effective teachers in all schools.

IV. Surveys of Newly Hired Teachers and Supervisors

There is no research on the reliability, validity, or accuracy of the inferences made from such measures. Further, simple percentages will ignore the fact that graduates are not randomly distributed across schools and that innumerable other factors influence the degree to which graduates perceive their training as effective. The use of simple percentages of graduates’ perceptions of TPP efficacy without adjusting for other factors and establishing the necessary psychometric properties violates the basic program evaluation standards set forth by the Joint Committee on Standards for Educational Evaluation.

V. Other Issues

Judgments about Low-Performing Programs Should Include Site Visits

Data that can be collected at the state level will never be sufficient to make accurate judgments about programs. Because each program is unique and labor markets may differ significantly within states, site visits are a necessary component of any evaluation system that will make high-stakes judgments about programs. The visits associated with CAEP will not be sufficient because of the long time-span between accreditation visits. Thus, state accreditation should include site visits when a program is designated as “low-performing.”

Weighting Decisions Should be Determined after Data are Collected and Analyzed

The weighting of the components is going to be critical and the USDoE provides no guidance on how each component should be weighted except to state that employment and retention in high-needs schools should be considered “in significant part.” Weighting of the components is a critical decision, particularly with respect to the weighting of high-needs schools. If placement in high-needs schools has a relatively low-weight and student growth is negatively associated with the percentage of economically disadvantaged students enrolled in the school, then programs may game the system by choosing to counsel students to seek employment in non-high needs schools.

Adopt High Stakes Consequences after Phase-in

Because errors will be made in the calculation of data and in the determining the weights associated with various factors, states should be required to calculate, analyze, and publish the data for at least two years before
high-stakes consequences are attached. This will ensure initial unintended consequences are identified and addressed before the consequences have high-stakes for programs.

Adjusting Measures

There should be a mechanism to adjust results when schools close or school boundaries change. Programs with smaller numbers of graduates concentrated in particular schools could be significantly impacted by these changes that are clearly outside the control of programs.

Alternative versus Traditional Programs

Given that employment in a teacher-of-record position is generally a prerequisite for enrollment in an alternative preparation program, placement and retention rates for alternative programs should be different than for traditional programs. Retention rate calculation should start in year two for alternative programs. In other words, employment in year one during the probationary period should be the base year and retention should be calculated as the percentage of graduates initially placed in year 1 that return for year 2, year 3, etc.

Conclusion

UCEA strongly believes in holding educator preparation programs accountable, and supports a variety of ways to do so. However the USDoE needs to move away from using high-stakes judgments with attached punishments. High-stakes accountability systems that rely on questionable measures of performance have not spurred program improvement or led to authentic reforms. Instead we encourage the USDoE to consider more thoughtful and evidence-based approaches to accountability, and to invest its scarce resources in capacity building, supportive technical assistance, and guidance.

---

i See http://nces.ed.gov/programs/slds/stateinfo.asp


iii Numerous studies have identified multiple unintended consequences of NCLB—particularly with respect to the mandated state testing associated with NCLB. A few of these studies include the following:


Perna, L. W., & Thomas, S. L. (2009). Barriers to college opportunity the unintended consequences of state-mandated testing. *Educational Policy*, 23(3), 451-479

See, for example, the following:


